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1. **Goal**

The goal of the lab 1 is to generate a feature matrix that consists of a feature vector information of each document in the given document set files. There are three important tagged texts such as <topic>, <body>, and <place> in the document. Therefore, what I have done is parse the information from the given document, then organized all the information as a table shaped feature matrix.

1. **Feature vector generation**

Matlab was used for the development. There are five program files (.m) as described below

* 1. **textPreProc.m**: Main driver function. It reads the text file and send the raw texts to stemmer.m so they are translated to their original forms. After the stemming it generates TF-IDF matrix and the feature vector.
  2. **stemmer.m**: Stems each term in all the body documents to convert it into its original form (past, past participle 🡪 present, plural 🡪 singular)
  3. **extIndcs.m**: Extracts all the index information for each tag and link each data element with its ID number.

Basically, I composed the feature matrix such that each row represents each article in all the document sets and each column represents a feature word. Each feature word is either a topic word or a word chosen from its corresponding body text that has the highest TF-IDF value among those of all the words in the same body text. My system works in order of the following steps.

1. Read all the Reuter text files. Each text file except the last one contains 1000 articles in it.
2. Locate every index of <topic>, <body>, <places>.
3. Stem all the selected words in body text using external dictionary website. The criteria to select words to be stemmed are specified at the item 3-d below. The information regarding the external dictionary website is described at the item 3-a below.
   1. Generate TF and IDF matrices based on the following formulas. ![\mathrm{tf}(t,d) = 0.5 + \frac{0.5 \times \mathrm{f}(t, d)}{\max\{\mathrm{f}(t, d):t \in d\}}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAASgAAAAwBAMAAABQ2/poAAAAMFBMVEX///8MDAwWFhYwMDCenp5iYmIEBAQiIiJAQEB0dHRQUFCKioq2trbMzMzm5uYAAAA4Q1LGAAAAAXRSTlMAQObYZgAAAAlwSFlzAAAOxAAADsQBlSsOGwAABfxJREFUWAntWGtoHFUUPvt+zmygFhGsDJFqqQ9C4itU6EBQiogNsVJbUEL1R4oPtvaHGqmOqE2DikshttVSthVrVKQLglhF2QaRWMGuWLB/YiYgqQglUWutrTZ+596ZycxmdyePnf7ywNxz7r3nnvPtfZ17luh/wgw85J2F/d5qcLVfhopsPPxlps3rZPMgZUrupsPTEdNdD1BeQR+z9dzM7xWPl1T+JfoBLcec1rSmVOF2uposxNooXobNyJCO0kXhbqI7UT/ktIWLdItTCVSAJ3ZP6WovoQKRhsbVTkdOpy6nEqiQK1BEgwcbFKDQSfYIUCkD/CxXBK3HIttysHyqRMkWuEhueks4epAoezOk7M5VhUSJogPnX5MAjj+AhQzrshJwOQ5QvfARoZTGrtIGjZgsYKbCZaKYxhWijKZcgBZPZPAEUJFe6eaiYMNiogSouEmUKMrO8QovZNqqybbASixfgpcP1CfKdLspOGaKdxB2t6B2ik5j3gxZC7jERk9o8PEq0ZXCVfYR6ZFBmUQn8DH9SWntsoGyrwRsGDlTI78aDIL3VLxC1EMm15SzBE1KdnMlcIrlKVeGlyL7BWFHDTNnUKEy0R0kcKj/0pSO26Mk+oIu1BW0h9Sr6BtKGOwLRw8HEBTqFmft2WgZvURX0JGfywImd9am5oXvU0NFUrdS9INO4el5lO/jy77RV+HLs2sDqVtQPzWURnMIUk2KDRf8w7c6uFkMvsEU4bamId9GtUWqpBzNzxzJJZyBvCfZ5h++QxX5EpmZuck1fKHiy3JAxhm3w5FcwreQV+LzDd/3Ez3O4zo3cLlYOi0HnrTHZw1bcvMPUeFtp+FrGL7RyeBxqCxK2MJCeFScPHKOXKTW4BRHAoDiHdg4fP9N1M4WilwwLQoUfSEH2+UBW3DzT//aZY5uGSTf8K0C/Ys88pV9RWlgcaDkWJ/Smqk64TvZynQ9bChQ3Mm22mi3NBk8qLjpE74Z1G0STU7uiOBB+YZvXr5tElTcENwGNdNsIrKWL2f6hW9s9KcAJlmiUB6stfU6ua4CYJOLi1Tg01cnfM/uKb4v+ErIFalqppoMiM1tRcwGqFDZL3xvJPoH+mmicR18sVeCGOpX9Gd1Wi6fyo3D90QllaeJQrZAz0ib9p6q5UEZLovmWMXTu99Tq1E5XhCNP75Lo+deF5dn4/CtcECeLNA978iBDS/Pr3W8KRHmP3c79k3SD0/T3e5fMc/w7fbRaKZuhyLCPCfl2RZ7UFWSfsxudziex2HDqUGYX/h2j6gZtiyF7eA4FpEyNqFmtVHYm6QfstsdDoUEfsYsnZaiT/ie1W8sMSgcnzAYPFmU8ybpOM5M0fZWPtVMUPCCmlf4lmPnUVqg9kpP1oD13iRdPOBJ3X6fYw8KXlDzCt/OcLcw8tjRjWf2rSE6ulen3ecqR3CYAYrD/HNE617YVRbas0k6nsqYICt7D+miF4VQqAJl9y2c91Uia5DN4WH6KD9vumBhFT4s341gPdKgK0kXaYOdvQ/KbieLz9v1JfJlFLtEU+VUL7Inmuwu4nX2BEwC1JNg/dL6nCQ9AT1QryhRSAVFvG7ttiXw5RTr5U2a3XQtboDzJmW3mTAHUNNgcutgBquSdAwAZXeMjY39xJJUoO/5Xd4EAqgWgFJX0wCs8Uswcw0KgLoEr/iY5iTpJ0xuVpZ1dHR0siQVFN5vzSALVMKgAYWUHgM2+bgDFFYxpqnsY26SbmXvGveCbAVN1JZeWKDw9ns6Rml+DfLpY1BX4/40YuxhbpJuZe/WH2i2QtNOnwUqXlQGYkjV3qxIULgZsC6Jwr0I454kXZ4+hH9GG4a2IJnFNwvU6G/Fg398tXZltv/t8EcHL9DaPnlPIczj8ozeqtOk5knSxT3F2TuT2v+d4FYW3yxQ0qa35OUDTUiGd6RFNZL06HtOmIHSZQCV1CWYkoWJaibpdifzIEHx3QBS84IpumC4HwxLqMtmw3ddlUV3TOpy6F2CZWw7EVuoyz8x63YtvWNIHqqMZLa9A7ZQj697GD3/AVqY00Ei5cg6AAAAAElFTkSuQmCC) , ![ \mathrm{idf}(t, D) =  \log \frac{N}{|\{d \in D: t \in d\}|}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAQ0AAAAuBAMAAADAc1EXAAAAMFBMVEX///8iIiKKiorm5uZQUFAWFhZAQEBiYmJ0dHQwMDDMzMwMDAy2trYEBASenp4AAADGi9vUAAAAAXRSTlMAQObYZgAABPlJREFUWAnNVm9oHFUQ/+X2cn82l0uQIrQVcwj6pYjnFxFLzIltDULJgVa/FE2FJlH8cGJt/ZYrSitC8apUjQouVISmyAVi2xNEDqyhBaMVqcZa6IJYQSOGVm1NSeJv3r3dvbtcvYvdhfxg35t5Mzsz+97szAOCxnN/AXcvFIJ209R+oqcMvNFULXCFaHEQyAXupqmDcHwORr6pWuAK0eRVhKzA3TR18BWOIdpUK3iFlzBqrYY4cujL3Bv85zb1kEPbmdmmWoErmCkkL62C3zaWBr5ZBXFIig60Gof5pT6fqFV/ULFy/crK+AjViy3YSJ6nYuQsEN2SB24joxHrOT500F7eGk7f5Gi0MscvsLXEW9BMfCpKm4G9kQLMApCY0G99nYL5PXCkzog5U7fgJ8s4Hqe9eBkIZ7Xh0TTwRxpxW/POVHKIAGbGIebb5clo++s5d+WQ5B7VIJg4zF/FiY5jH8kuWxaI7/h0DgJzwlQhmDiOXIUx/MpmTJ0dAZiCF3uGysqpeYlTFzfjCcV6Qwlm/8tpxIaf2md7qzdMzeCoZRyrnMt2WntBW4xdJiF3mLdlYec2QbeQJXyRNiexAdMJS3ifUMKjdFOJ41vaXKPtxidI3JUCNukFZypJKr2Jm9FFoX8oGTwAnR+SCovatKQG3uezWy84UykxDxzADr/jSNKzjoNHkZDjEBRTgPEniWVxhBjHa+np9AZRW/IF3IDq/TjHspo1xLx4Yj2RsxkWrjo/ZD9Gcao/JwLfUMLHbn6wtsYH9eXpXXo4YHF4vc5VCTPAGF6tW75R9gSm0+aPwAka4q/Rlp/FxjzpH4B7HhHjqvALoVHCb+nEJO44zA3zD6cXcubIiwPbpxaeAVjHkm/Z6M1yh64NPV3ZiYlaZ1PXMonh3Wl0Li2tE8mDfMwtZY7/ByfzfCtc/0UbtSkROghlHKpmNm7BfVtl5R0+07ZQ4QsyetjLT7nVYxtQW+fwu8Vc4FODiF1hU1WrbVYV45GxQaBDRBLHQT4E/7pqJFgQPsp5K24nd5fYU9sHG8RhdCsV03Y1gakquoo0mTs/Cy9xrK0IWBCrEWUJSDplgAK3k7tK7KlthQZx4BelEnIVSVCvIT7Ys0t9a1UclRKYPLRN7hBM+QkOVxSpBnoVuHLVUxvHEbKUatUg99z/hBdHck4UjbU/aX1VkaVra3TZQnhyXm8YbKHRfug3VjI5cSQe2pWV9zps522pyPhHuN48B93JPfnJPUwoX+N4jG5uRzHDCSMyKEhFNv8WUhUk3cldeShrsm3Eu/3bj9g5OpzXN6gzlSA4SkUO8Z9xsEYRrrxoSU81z/sWR2I9PzyeldNmn1w3Pj5+WHmU1IjPKVINKo09+SGohDr63vL64b3TOsX8CE2qm6wqH+YnY2Nj6uqkLnR9GddSpZN78ivqR5br/7I65r6zAkLylIWjaMtIZNXIQV3o5Gw0dCd35OaiupJHyPsWB+tYn2UsxsTjs45fuTRI5jjQndyRG/Pos/P+/i+Mo8MOX54Vl+0WB0FnAcbOtCLV/yKdnGi3OAg+w8D9Zd/jMEdym/Ji3ljzuUyIPHl8aCylyEr9kE5OOHJ8uD/c73P94H54SD6g67q3VEPVyn2tYzVx1Dhtyvgax46m7q6rIM0vbl1X3LpA/tteu3X9Os07mcm+xPGwGN5v1Zlvlb34PDXDFv4FsCiC7jpJF48AAAAASUVORK5CYII=), ![\mathrm{tfidf}(t,d,D) = \mathrm{tf}(t,d) \times \mathrm{idf}(t, D)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAARgAAAAVBAMAAABvSezVAAAAMFBMVEX///8MDAwwMDAWFhaenp5iYmIEBAQiIiJAQEB0dHRQUFCKioq2trbMzMzm5uYAAADhyqkQAAAAAXRSTlMAQObYZgAAA/lJREFUSA3NVUuIHFUUPdNTPT3VXVU9IAFHXLQLfyjaEAUNQQpByCKSBl1oQERHIcHfuIvjIk3GiT2gpjdqXKVxCAxxYUM2gohtImFAIW0QXE5lo9kEExiS6GDw3Pte/XqqXHuh3rv33HM//X4N/F/F/9l29lJ5h+6ozFcd5zyFxP+okPCdlU8jZppdAKrrfTSGmbT1d4zhHr2zd38IPJLxJerBVeDbxKLCqAmi8ybhogrZxFfJOYvpLiesAZ/PtnCJ6g9iqxBUuTiE/zrUaRGdAi6Iu3gMfgvw5hLP2iTRu1t8RRUyiX8i5UlUQ0t9nPPD/OIWgD3iobwcAQciVELkxOMyTneAyojr0U5ce1AJEyNVmHZHhUzir8h8zbJJnacqKeMWgC3rfJdzswOnZW071dnMVJ8N0Z4eJL6tHUR1FVVIE7vbJOWbcbuE4hbgXNMswCHOM3TFtoVP2WZO0m6GFtQoJbpEfIH9Z8VnmslXSBN/c7MX7bvZu6+NYOWLNWwsrKI2hPPhrY8kFt7pg21V4EvXzRbwmLHt2Dhx5BPv+BN9vA/sO9obKWyilFjtAucjopf+Kq6QSyw13sBsG7+Mgzt0m6ZHvFS2hbPYHJBAcW9z2OwCD4q1vFtkkVpzaLZpL/XnxEUxUUrEOrynFDxcXCGX2DTDo8dTsqzNzERAbaAJ/H+Spa/MEfmelc+oJxniZt4msmRQG2WI9a4ujGQuqsCTn0kcNxNQMTvaZEq7+5U2DtiyclzwKL8XLGCnuJlrtO1Bs1GW+KVZGMwXVjDnME4cN+Mwk20mAi7yo/D2EFPZ5KIEf1MtaYa76MlOUmyUJV5oKYj5wgrc+kzibfR5ZurttO+Zsex+JCk2w+SOnyKgK7oijuyZcfVqvyUHLRBfHKVEnph1BbMrk6kAZBMfRkebwV3xmZkaAQ8Qpfw5DrbkclLu4fcZ28RDYqUy069qM3xgK92q4jbKEM9H9a6i84UV8omXvBDb8nZeiPxXgF3M2Qfec0YB37+psH57vyjAq8AV3X191jW9DrXBj5hi57w7tf5+XGawRgFKlKtklmZXYYV84t9O49z1zvFbY3/1xa/3btz4GPIkPf08ggW+VKudM31RsHy9d8z81Lm0EdH8pY534tAYJwHn3hC/t20UoMRaxH8JNohzNzpFFcoTM4YS2HJ2f/jEGNyMjUHWSvXLVpXCKmVEOndUkIAS/geaDA0zkRYrMtfGWSvVZ0OjD2OojCj+yQqClfD/EB/wq5kyigAbMToxB4sK6P+QamVEcU5WEKyE73TEieQ3JoqgLRmK5BkF01VsFZEsNllB4Jb1TU7fTQKp7Uapntca45xdThTazgrk/wvMUjOT7+IM0QAAAABJRU5ErkJggg==)
   2. Starts generating a feature matrix using topic words. If there is any article does not have a topic word then picks most important word of that article based on TF-IDF value of that article.
4. **Challenges encountered and approaches to solve**

At the beginning, I was trying to use python to program supported by python natural language toolkit (NLTK). However, it was unsuccessful since the system must be able to run on stdlinux and it requires a sudo privilege to import the library by installing the toolkit. Therefore, I had to choose Matlab as an alternative. This impacted

Regarding the dataset, I have found six challenging points during the feature vector development. Thus, I addressed each problem described as below:

* 1. There articles that have missing either <title>, <topic>, or even <body> information in the document set intermittently.
  2. Since I had changed my direction from python to Matlab very early, I was not able to exploit NLTK stemmer. Therefore, I had to use an external dictionary named “dictionary.com”. To get the original form of each word, I made a crawler that queries every word to the website and extract the original word from the retrieved web page.
  3. The number of retrieved features was too many if I wanted to take all the terms as features. Thus, I had to lose the terms that are not frequently appears either in each document or over all the document sets. I removed the terms in IDF matrix that appear less than 19 times and the terms appear less than twice in each article.
  4. There were lots of terms that includes not only letters and numbers, but also includes special symbols. Moreover, there were the terms that were consisted with only numbers. Therefore I did not included a word to the feature vector if it includes any special characters (other than alphabet letters) or consist only with numbers.
  5. Even after I removed many unnecessary words, there were still some articles or prepositions such as “the”, “of”, and etc. have TF-IDF values high enough to get into the feature vector. Thus, I removed some words that have too high TF values to reduce the size of feature matrix.

1. **Feature vector sample**
   1. Topic feature vector
      1. **Selected features**: 'acq' 'alum' 'austdlr' 'barley' 'bfr' 'bop' 'can' 'carcass' 'castoroil' 'castorseed' 'citruspulp' 'cocoa' and etc.
   2. Body feature vector
      1. **Selected features**: 'bank' 'year' 'with' 'billion' 'cts' 'share' 'as' 'company' 'hā' 'market' 'an' 'trade' and etc.
   3. Place feature vector
      1. **Selected features**: 'elsalvador usa u...' 'usa' 'usa' 'usa brazil' 'usa' 'argentina' and etc.
2. **Miscellaneous**
   1. I adopted some utility functions that are built-in functions of the latest version of Matlab but not provided by stdlinux Matlab from open source websites as listed below:

<http://www.mathworks.com/matlabcentral/fileexchange/21710-string-toolkits/content/strings/strjoin.m>

<https://github.com/mim/mimlib>